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Abstract—Person re-identification is the task to recognize the
same person in gallery images from different cameras. Many
previous researches aim to improve feature representation to
separate different persons but features are only focus on local
parts and a body part. Therefore, in this paper, we propose
the Part-based Fusion Network (PFN) that extracted two global
features from two layers of the ResNet50, split one global feature
to form part-based features, and utilized both local and global
features and concatenated to be a final feature for discriminating
the same person. In addition, we combine the visual feature with
the spatial temporal information to gain the better result on
the testing phase. The experiment result shows that our method
gained essential improvement and outperformed other state-of-
the-art algorithms on two public datasets which are Market-1501
and DukeMTMC-reID.

Index Terms—Person Re-Identification, Image Classification,
Metric Learning, and Deep Learning.

I. INTRODUCTION

Person re-identification (re-ID) is a retrieval task for search-
ing an interesting person from multiple images in galleries.
The camera caused many variations to a person image such as
brightness, background, and angles. By using many cameras,
an occlusion and illumination have been occurred in different
scenes. In the early approaches, the handcraft-features are
built from the observation of images, the results failed to
discriminate the same person with different view-poses. The
more powerful methods adopt Deep Convolutional Neural
Network(CNN) to extract features as a feature representation.
With the transfer learning technique, the model is able to learn
the low-level features from the whole body. Partial information
around local regions is essential to distinguish persons. For
example, a person who carries a bag on the back is different
from the one without it.

In order to overcome this problem, some algorithms in [1]–
[4] are proposed to extract semantic partitions and learn part-
level features. Some methods leverage the external information
such as human pose estimation to locate the semantic parts.
However, occlusion and various poses are affected to local
information. Opposed to the part-based learning methods, we
argued that combining the global feature with the local features
will ensemble discriminative information.

A network named Part-based Fusion Network (PFN) is
introduced to learn granularity information which defines the

whole image as the global information and uniformly parti-
tioned stripes as the local part features. PFN takes the input
image through the backbone network with some modifications.
Local parts are horizontally split in the equal portion. By
increasing the number of stripes, the features become more
fine-grained. From the 4th stage of the ResNet-50 backbone,
the global feature is concatenated to the last layer output to
balance the impact between local and global features.

To achieve the better performance, we utilize the spatial-
temporal operation to boost up the accuracy. The performance
of the Market-1501 dataset is increased from 95.01% rank-
1 accuracy and 87.41% mAP to 98.09% (+3.08%) rank-1
accuracy and 89.09% (+1.68%), which is superior compared
to other state-of-the-art methods by a significant number.

II. RELATED WORK

A. Visual features

In early years, handcrafted features had been developed to
capture visual information. In [5], a whole image is divided
into stripes to exploit color and texture patterns. [6] apply HSV
histograms on parts to extract spatial information. Deep CNN
methods bring the new standard for generic object classifica-
tion such as ImageNet 1000 objects [7]. Several recent works
employ deep learning methods to learn fine-grained informa-
tion that represented a person. [2], [8], [9] learn the local
parts such as head, torso, and legs using attention model. [1],
[10], [11] use local cues to extract body parts from the image
by extracting features and concatenating them. Multiple-level
features are extracted at different layers and combined in [4],
[12]–[14]. [15] use multiple-scale features from every layer
of the networks. [16] use multiple feature from branches to
learn fine-grained features for both global and local parts. [17]
use GAN to obtain more data for training original data and
generated data to improve the model robustness.

B. Attributes

The hybrid deep network are introduced by using multiple
networks to extract individually features and integrate to
metric learning methods in [18]. For instance, the network
is trained to classify whether a person or not, female or male,
and person classes. The network is trained separately not end-
to-end learning and may not correlate the attributes and ID



classes. The attribute is used as supervision for unsupervised
learning such as [19] leverage the model trained from labeled
source data and transfer the knowledge to unlabeled data by
using a joint attribute across domains. In [20], the attribute is
also used as the query to retrieve the same person. [21] use the
visual feature concatenated with attribute feature to represent
a person .

C. Spatial-temporal information

The spatial-temporal information is typically used to elimi-
nate irrelevant candidates in [22]–[24]. For example, a person
at the timestamp t would be appeared between t − ∆t and
t + ∆t. [22], [24] integrate spatial-temporal information into
the visual feature representation.

D. Re-ranking

The Euclidean or cosine distances are computed to measure
the similarity of people for object retrieval. The k-reciprocal
nearest neighbors are the most relevant identities, and used to
build a group for re-ranking others in the dataset. [25] calculate
a new distance between two images by comparing their k-
reciprocal nearest neighbors.

Fig. 1. The ResNet50 modification model.

III. METHODOLOGY

To obtain a robust feature, we chose the ResNet50 as the
backbone network due to its performance. The ResNet50 is a
network that trained on a million images from the ImageNet
database. ResNet has 50 layers and 5 stages that have a
different number of convolutional layers as shown Fig.1. The
default image size is 224x244 for a single object, however, the
human body is high in height. Therefore, we set the image size
to be high in the height for smoothly semantic partitions.

A. The Architecture of PFN

The ResNet50 has been modified by removing the ReLU
layer on the first stage to allow nonlinear features fed to
the second stage. The structures after the fifth stage are also
removed. The global average pooling layer is applied to the
fourth stage and the fifth stage for extracting global features
that represented overall parts. The output of the 5th stage is
horizontally stripped into six parts by using a part-based aver-
age pooling layer as illustrated in Fig.2. Then, PFN employs
a 1x1 convolution that followed with batch normalization and
ReLu activation to reduce the feature dimension to 512-dim.
Finally, each feature is fed to the batch normalization and a
fully-connected layer.

Fig. 2. Part-based Fusion Network architecture. The input image is input to the
backbone network. The outputs of two layers are used to form global features.
One of the outputs is split into six semantic partitions. A following 1 x 1
convolution reduces the feature dimension to lower computation complexity.
Each classifier is deployed for each feature respectively. During training,
global features are supervised by both Triplet loss and Cross-Entropy loss
while local features are merely supervised by Cross-Entropy loss. During
testing, all features are concatenated to form the final feature.

B. Loss Functions

To gain more discriminative features, we employ the cross-
entropy loss proposed in [26] for classification and triplet
loss for metric learning. The cross-entropy loss with label
smoothing is formulated as:
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where pij is prediction logit of class i in part j, y is the
truth label, P is the number of feature parts, N is the number
of classes, and qij is the mask to prevent the overfitting model.
In this paper, ε is set to be 0.1.

While the model is trained to classify the same person based
on the feature, features are used to find the closest distance or
the most similarity. To ensure that the same class is close to
each others, the triplet loss is employed to boost up the ranking
performance. In [27], batch-hard triplet loss is an improved
version of the triplet loss that covered on the hardest negative
and positive pairs. For instance, the different person that has
similar appearance is the hard negative cases and vice versa.
This loss function is formulated as:
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which is defined for a mini-batch with P selected identities
and K images for each identity, f ij ,f ip,f inn are the features from
anchor, positive, and negative samples respectively, and m is
the margin hyperparameter to control the differences between
in-class and between-class distances. ReLU function is applied
at the end and defined as max(0, x).

When training the model, global features are optimized by
the triplet loss to avoid the misalignment due to disconnected



information among local features. All features are supervised
by the cross-entropy loss to enhance the feature ability.

IV. EXPERIMENT

A. Problem Definition
A pedestrian image cropped from a surveillance image is

used to retrieve the same person from the images captured
from different cameras. The traditional approach of person
re-identification is to use a feature extracted from the image
to calculate the similarity score among other features. The
sorting order of the score will be used as the ranking result.
To increase more accuracy, the additional data are needed to
overcome the complexity.

B. Implementation
We set the image size to 384x192 for gaining more in-

formation on local parts. We adopt the pre-trained weight
from the ResNet50 to initialize the network. On the training,
input images are horizontally flipped, padded for cropping,
and randomly erased for data augmentation. Each mini-batch
is sampled with selected P identities and K images for each
identity to be computed in the triplet loss. The recommend
values is to set P = 16 and K = 4 to train the model.
The margin parameter for the triplet loss is set to 0.3 in all
experiments. We use Adam as the optimizer with the initial
learning rate 0.00035, which is decreased by 0.1 at the 40th
epoch and 70th epoch. The total training are 160 epochs.
During testing, we extract the feature from a given image
and the horizontally flipped image, then concatenate these
as the final feature. Our model is implemented on PyTorch
framework. All our experiments on different datasets follow
the same settings.

C. Dataset and Protocol
a) Market-1501: The Market-1501 dataset in [28] are

collected from six cameras in front of a supermarket which
contains 32,668 labeled images of 1,501 identities. This dataset
is divided into two parts: 12,936 images of 751 identities for
training set and 3,368 query images and 19,732 gallery images
of 750 identities for testing set.

b) DukeMTMC-reID: The DukeMTMC-reID is a subset
of the DuckMTMC and used for image-based re-identification.
This dataset contains 36,411 labeled images of 1,812 iden-
tities that collected from eight surveillance cameras. The
DukeMTMC-reID also separated into training and testing set.
The training set consists of 16,522 images of 702 identities,
and 2,228 query images and 17,661 gallery images from the
remaining 702 identities are the testing set.

c) Evaluation Protocol: The performance of our model
is evaluated in term of Cumulative Matching Characteristic
(CMC) curves which are the most popular evaluation metrics
for person re-identification. We measure the ranking accuracy
and mean Average Precision (mAP) on both datasets. The
ranking accuracy is defined by ordering the smallest distance
between the searching image and the gallery images. In addi-
tion, the rank-1 accuracy is the important factor to compare
the performance of methods.

V. RESULT

We evaluate our method on two datasets and clearly observe
the advantage of combining global and local features increased
the discriminative feature. The performance of our model with
the spatial temporal method gains significant improvement
compared with the visual feature.

A. Evaluations on Market-1501

Market-1501 is a popular dataset for person re-identification
approaches. We compare our model against several methods.
When only the ResNet50 is used with the triplet loss, Triplet
Loss [27] obtains 84.9% rank-1 accuracy and 68.1% mAP.
Local features of 6 parts with a refine method in PCB+RPP [1]
obtain 93.8% rank-1 accuracy and 77.4% mAP. BagofTricks
[26] use only global feature of a model trained with tricks,
and achieve 94.5% rank-1 accuracy and 85.9%. MGN [16]
achieves 95.7% rank-1 accuracy and 86.9% mAP without a
post-processing technique, however different scales are used
to extract global and local features to concatenate as the final
feature. With the spatial temporal scheme, our PFN obtains
the rank-1 accuracy of 98.0% and mAP of 89.0%.

B. Evaluations on DukeMTMC-reID

DukeMTMC-reID is a challenge dataset and consists of
408 distractor identities in the testing set. We compare our
method with [1], [9], [12], [14], [16], [17], [21], [24], [26],
[28]–[33] state-of-the-art methods on the DukeMTMC-reID
dataset. With the spatial temporal method, our PFN achieves
the rank-1 accuracy of 94.2% and mAP of 83.9%. This dataset
contains many distractors in the testing set and the result of
combining global and local features seem to be inferior than
local features.

Fig. 3. Visualization examples of our FPN for retrieving a query image across
gallery images on the Martket-1501 dataset. The following images are ranked
according to the similarity score. Red borders denote the wrong class.

VI. DISCUSSION

Deep learning model is capable of extracting discriminative
features but they are not represented meaningful features
such as a gender, wearing a bag, and etc. To overcome
appearance ambiguity, extra information is needed to cut off
the candidates. By exploiting the given data of camera ID and
timestamp, the probability distribution is formed to reorder the
ranked results to the best possibility of the person from one
camera to another.



TABLE I
COMPARISON OF THE PROPOSED METHOD ON MARKET-1501 WITH THE

STATE-OF-ART METHODS. ”RK” REFERS TO IMPLEMENTING RE-RANKING
OPERATION. ”ST” REFERS TO IMPLEMENTING SPATIAL-TEMPORAL

METHOD. * DENOTES THE METHODS ARE REPRODUCED BY OURSELVES.

Methods Rank-1 Rank-5 Rank-10 mAP
Bow+kissme [28] 44.4 63.9 72.2 20.8
KLFDA [34] 46.5 71.1 79.9 -
SVDNet [33] 82.3 92.3 95.2 62.1
PAN [29] 82.8 - - 63.4
Triplet Loss [27] 84.9 94.2 - 69.1
HydraPlus [4] 76.9 91.3 94.5 -
PAR [11] 81.0 92.0 94.7 63.4
MultiLoss [35] 85.1 - - 65.5
DuATM [9] 91.4 - - 76.6
MultiScale [14] 88.9 - - 73.1
GLAD [36] 89.9 - - 73.9
HPM [13] 94.2 - - 82.7
MFML [30] 92.5 - - 89.3
APR [21] 87.0 95.1 96.4 66.8
PCB+RPP [1] 93.8 97.2 98.2 77.4
GAN [17] 83.9 - - 66.0
Auto-ReID [3] 94.5 - - 85.1
BagofTricks [26] 94.5 - - 85.9
MLFN [12] 90.0 - - 74.3
DeepCRF [31] 93.5 - - 81.6
Mancs [32] 93.1 - - 82.3
MGN [16] 95.7 - - 86.9
OSNet [15] 94.8 - - 84.9
Ours 95.0 98.1 98.8 87.4
PCB+ST* [24] 97.5 99.3 99.5 87.8
BagofTricks+RK [26] 95.4 - - 94.2
MGN+RK [16] 96.6 - - 94.2
Ours+ST 98.0 99.3 99.7 89.0

TABLE II
COMPARISON OF RESULTS ON DUKEMTMC-REID. * DENOTES AS THE

RESULT REPRODUCED BY OURSELVES.

Methods Rank-1 mAP
BoW+kissme [28] 25.1 12.2
GAN [17] 67.6 47.1
PAN [29] 71.6 51.5
APR [21] 73.9 55.5
MFML [30] 84.0 80.0
DeepCRF [31] 84.9 69.5
MLFN [12] 81.0 62.8
Mancs [32] 84.9 71.8
DuATM [9] 81.8 64.6
SVDNet [33] 76.7 56.8
MultiScale [14] 79.2 60.6
PCB+RPP [1] 83.3 69.2
BagofTricks [26] 86.4 76.4
MGN [16] 88.7 78.4
OSNet [15] 88.6 73.5
Ours 86.8 76.0
BagofTricks+RK [26] 90.3 89.1
PCB+ST* [24] 94.4 84.6
Ours+ST 94.2 83.9

Two datasets have the distractor class which is the unknown
classes to lure the model. The ranking results are reviewed and
apparently the distractor class is appeared to be in the testing
class as shown in 3. This leads to the degrading performance
of our model.

VII. CONCLUSION

In this paper, we have proposed PFN as a high-performance
model combining local and global information to extract em-
bedding representation of a person. Experiments show that our
model outperforms other state-of-art algorithms. With external
information, our method achieves rank-1 accuracy of 98.09%
on Market-1501 and 94.25% on DukeMTMC-reID, improving
from the baseline 95.01% and 86.80% respectively.

In the future work, we will use the augmentation methods to
generate more robust data for classifying each augmented data.
For example, the classifier can predict data for what rotation of
the image taken [37] and what location of the original image
[38]. Inspired from the self-supervised representation learning,
the feature is fine-tune to perform better. Besides producing
dataset with the label is expensive, this technique is practical
in the real application.
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