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Abstract—Dataset is important for the general object recog-
nition and this paper proposes an automatic construction of
image dataset from Web images. Web image mining approach
is introduced to construct image dataset where noisy images
exist among web images although the collecting cost is low.
The proposed approach uses meta information added to the
image and tries to collect more images using Ontology and
similarity of features between the training image and collected
image to remove the noisy images. The paper aims the automatic
collection of image dataset by removing the noisy images with
high accuracy. The results suggest Precision 94.0%, Recall 84.1%
and F-measure 88.6% for the collected image dataset in the
experiments. It is shown that the proposed approach collects
various aspects of image data to be applied to the object
recognition.

Index Terms—Ontology, Noisy Image Removal, Image Dataset,
Similarity

I. INTRODUCTION

General object recognition is one of the representative
task which recognizes object using the real images in the
image recognition. In 2000s, feature vectors such as SIFT[1]
or HOG[2] developed by researchers and combination of
those feature vectors with classifier such as SVM[3] have
been proposed. Competition of image recognition named ”The
ImageNet Large Scale Visual Recognition Challenge[4](以
下,ILSVRC)” have been held by ImageNet[5] since 2010 and
recognition errors were over 25% in 2010 and 2011. CNN
(Convolutional Neural Network) has been proposed since 2012
and error ratio was reduced to 15.3%. New CNN models have
been proposed at ILSVRC and CNN approach (i.e., Deep

Learning) has been main approach for image recognition since
2012. The recognition ratio of CNN has exceeded that of
human recently. Improvement of recognition accuracy is based
on the evolution of algorithm and processing performance and
dataset to be trained for CNN. How to collect dataset is one
of important issues these days.

When number of training samples in the dataset exceeds
some threshold by the previous approaches before Deep
Learning, recognition ratio has some limitations, while Deep
learning approaches can improve the recognition ratio loga-
rithmically proportional to the number of training samples.

Object detection, segmentation and pose estimation are
representative tasks using CNN and these networks and object
recognition network which got the high score in ILSVRC is
used to extract features as the base network. Ref.[6] shows the
importance of increasing the recognition accuracy according to
increasing the number of training samples using big dataset for
each task of object detection, segmentation and pose estima-
tion. About the construction of dataset, there is an approach
by hand made and searching Web image using Web image
mining. Image dataset by hand made reflects the intention
of constructor while there are many images taken by many
persons in the Web. This makes it possible to obtain many
real images with small cost. Web image mining takes lower
cost to collect many images than construction by hand made
but usually there are some problems that some noisy images
not appropriate to the purpose are included in the collected
images from Web. To solve this kind of problem, Ref.[7] and
Ref.[8] removes the noisy images using the center of gravity



obtained from collected images in the process of Web image
mining. This approach removes noisy images when the portion
of noisy images are small among the collected images but there
are some problems to remove noisy images when the portion
of noisy images are large since center of gravity is determined
from the features obtained from noisy images. Taking center
of gravity is sometimes problem to collect appropriate images
by the provided keyword. This paper proposes the construction
of highly accurate dataset using removal of noisy images by
the similarity of CNN features obtained from teaching images
and collected images respectively.

II. CONSTRUCTION OF IMAGE DATASET

Proposed approach constructs highly accurate image dataset
by removing noisy images for the collected images using
ontology and similarity between images. Proposed approach
constructs image dataset as follows.

Step 1 Collection of Images from Web

Step 2 Removal of Duplicate Images

Step 3 Removal of Noisy Images of collected images

A. Collecting Images from Web

Step 1 consists of collection of images from Web based on
the search query using the label of dataset to be constructed.
Proposed approach collects images via Web API using Flickr
as image share site. Searching image is possible by the
search keyword by Flickr. Images uploaded in Flickr has tags
which means the contents of images and were are added
when contributor uploads image. Proposed approach searches
images with tags attached to those using search query and then
collects images with specified tags.

Search by Sub-concept

Image search from Flickr site uses tags attached by users.
When the label of image dataset is ”Dog”, some tags attached
to the image cannot be hit even if the objective label is
included in the image. Example is shown in Fig.1. However
if the tag attached to the image is the word Chihuahua in the
subordinate concept, it is a subset of the word Dog as the
search query that represents the target label. Therefore, using
the subordinate concept of the search query obtained from
the ontology that is a knowledge system, images are collected
again to increase the collected images.

Proposed method uses DBpedia [9] which is an ontology
constructed from Wikipedia as its information source. Query
language SPARQL is used from DBpedia to obtain the sub-
concepts of search queries. Acquired subordinate concept
words is used as search query and images are collected again.

Fig. 1. Tags Attached to Image

Search in Multiple Languages
On Flickr, there are images uploaded by users from various

countries and attached tags are written by multiple languages.
Images are collected by multiple languages as search queries
to correspond to the tags attached with multiple languages.

B. Removal of Duplicate Images

Images collected in Step 1 include the words of search query
and those of search query subordinate concept or both of
them as tags. Duplicate images are collected by this cases.
Removal processing of duplicate images are performed to
avoid duplication of images in a dataset. Proposed method uses
a hash function to remove duplicate images. If the input values
of the hash function are the same, the deterministic feature is
used so that the same output value is obtained. When hash
values take the same, it is judged that duplicate images were
obtained and those should be removed.

There are some cases that images on the web have the same
contents but sizes are different and those have been uploaded.
These images represent the same content from a human vision,
but are different data from a computer vision. Common hash
functions such as MD5 and SHA-1 have a problem that
duplication is not detected. Therefore, the proposed approach
uses pHash [10] as one of Perceptual Hash which is a hash
function for media data such as images and sounds.

C. Removal of Noisy Images from Collected Images

The images collected from the Web contain images that
cause noise that is not suitable for search queries. These noisy
images can not be applied to the general object recognition.
So removal processing of noisy images is performed on the
collected images.

The flow of removal of noisy images processing is as
follows.

Step 1 Extract feature from teaching image

Step 2 Feature extraction from collected images

Step 3 Similarity calculation between features

Step 4 Judgment of noisy image by threshold

Previous papers [7] [8] proposed methods that remove
the noisy images using the center of gravity of the features
obtained from the collected images. These previous methods
have a property that the removal processing works well when



the ratio of the noisy images included in the collected images
is small. When many noisy images are included, the center
of gravity is also based on the features obtained from the
collected noisy images. In this case, removal of noisy images
is not performed properly and it depends on the properties of
the collected image. Here, this approach proposes a method
that removal of noisy image does not depend on the properties
of the collected images.

Any number of teaching images are prepared corresponding
to the labels of the dataset to be constructed, The more
teaching images are, the better it becomes but the processing
time takes longer. Feature extraction is performed from the
training images corresponding to the label of the dataset to be
constructed. CNN is used as a feature extractor in the proposed
method. Inception-v3 []DBLP:journals/corr/SzegedyVISW15
is used as a CNN for feature extraction.

Inception-v3 is a CNN model of a development of the
GoogleNet architecture which is the winning model of the
2014 ILSVRC. Inception module is a feature of Inception-v3
and it is a small network composed of multiple convolutional
layers and pooling layers. It has a structure of 1 × 1, 3 × 3,
5 × 5 convolution and pooling are stacked in parallel on the
same layer. This structure is a Inception module and a single
CNN is constructed by stacking the Inception modules. Just
before the 3 × 3, 5 × 5 convolutions, and just after pooling,
a 1 × 1 convolution layer is inserted, reducing the number
of input channels in the subsequent convolution layers. As a
result, number of weights and number of operations can be
reduced.

Proposed method uses the output of the Pooling layer
(2048 dimensions) obtained from the vicinity of the Inception-
v3 final layer as features extraction. Similarly, features are
extracted from each collected image and cosine similarities
between features are obtained. If the similarity is greater than
or equal to the threshold value, it is judged a non-noisy image.

III. EXPERIMENT

Here, dataset is constructed by the proposed method by
computer experiments. Evaluation and recognition experi-
ments are conducted and evaluated to confirm the effectiveness
of the proposed method.

A. Evaluation Experiment

Using datasets obtained by the proposed method, exper-
iment for evaluation was performed to confirm whether an
appropriate label was attached or not. The experimental con-
ditions are shown below.

Experimental Conditions
The same class as the general object recognition dataset

CIFAR-10 [11] is used as the dataset to be constructed.
CIFAR-10 is a subset of 80 million tiny image and this dataset
is used for general object recognition where about 60,000
images are extracted and labeled. Class labels consist of 10
classes: airplane, automobile, bird, cat, deer, dog, frog, horse,
ship, and truck. Images used were collected from the class

labels with queries using the Flickr API. 100,000 images
were collected for each class and 100 images were randomly
selected out of 100,000 images. A total of 1,000 images per
each class were used in the experiment. Class label for the
query at the time of collection was used as the label of the
collected image. In the experiment, 10 types of classes were
evaluated using the application for evaluation shown in Figure
3. 9 evaluators who are not related to this research evaluated
whether the collected images were appropriate for each label
or not. Images that were evaluated as appropriate by more than
half of the evaluators are taken as correct images. Threshold
for removing noisy image was set to be 0.65. In addition, 20
images collected manually for each class were used as the
teaching image used for similarity determination. The eval-
uation of the experiment was performed using the following
equations of Precision, Recall and F-measure, respectively.

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

F −measure =
2 ∗ Precision ∗Recall

Precision+Recall
(3)

Precision for each class at the time when image dataset were
collected from the Web is shown in Table I. Example images
at the time of collection are shown in Figure 4.

Figure 4 shows that images where the target object are
captured from various angles, images which is quite unrelated
to the target object, minority images such as illustrations of
object or dolls are included. Consideration suggests that these
images include the possibility that features of the object may
be incorrectly learned and these images should not be included
in the image dataset for the training.

TABLE I
EVALUATION OF ACCURACY FOR EACH LABEL AT TIME OF COLLECTION

FROM WEB

Search Keyword Precision[%]
airplane 81.0

automobile 77.0
bird 85.0
cat 73.0

deer 53.0
dog 73.0
frog 60.0
horse 67.0
ship 68.0
truck 38.0
AVG 67.5

B. Experimental Results
Experimental evaluation results after removing noisy images

is shown in Table II. Examples of Non-noisy image and noisy
image are shown in Fig.5 to Fig.14.



Fig. 2. Inception-v3

Fig. 3. Application for Evaluation

Fig. 4. Example Images at the time of Correction

Table II shows that Precision of 90.0 % or more is confirmed
in all 9 labels except horse and it is shown that high accuracy
could be obtained.

In all nine labels except horse It can be confirmed that it
has a Precision of 90.0 % or more, It can be seen that it
has high accuracy. While the Precision at each label is high,
Focusing on recall of dog, the recall is 67.6 % and this is
lower than other labels. Many non-noisy images were included
among the group judged as noisy image. This may be based

on the fact that feature extractor of Inception-v3 is pre-trained
with ImageNet and dogs are subdivided with further labels.
Teaching images used in this experiment could not cover these
multiple labels. Recall is about 10 % higher for the label bird
but the same thing is considered.

In the image examples of non-noisy images, it is confirmed
that plane, automobile, bird, cat, frog, ship and truck have a
relatively clear as a target. While it is confirmed that deer,
dog and horse show that target object is captured but the
background has more region or different objects (people, bi-
cycles, playground equipment) were included. It is confirmed
that noisy images of bird, cat, deer, horse include minority
images such as origami, dolls and character images of target
object and target images are properly judged as noisy images.

C. Experiment of Constructing Tuktuk Dataset

An experiment of constructing the Tuktuk dataset was done
to confirm whether the proposed method can construct a
dataset of objects which exist in Thailand. Tuktuk images
were gathered by Flickr API with Tuktuk as a query word.
As a result, 16915 images were obtained. 100 images were
randomly chosen from the images to use the experiment of
removing noisy images. 20 images in 16915 images were
selected manually as the correct images. The threshold for
removing noisy images is set to 0.8. Many noisy images
exist in the images obtained from Flickr, and there are a few
varieties of images of Tuktuk. The threshold is set higher to
obtain the Tuktuk images with high accuracy. Other conditions
were the same as the above experiment.

The examples of the experimental results are shown in
Fig. 15. Precision, Recall, and F-measure are 100%, 39.6%
and 56.7%, respectively. The result shows that the proposed
method can construct the Tuktuk dataset from the Flickr web
site with high accuracy because the Precision is 100% even
though Recall is low.

D. Recognition Experiment

Validity of the image dataset constructed by the proposed
method was evaluated. Dataset before removing noisy images
and dataset after removing noisy images, the recognition



rate for the object recognition was evaluated under the same
conditions with a manually generated image dataset. CIFAR-
10 was used as dataset for comparison.

100,000 images were collected for each class using the
proposed method. Learning images

5,000 images were randomly sampled from the images be-
fore removing noisy image and used for training images before
removing noisy images. Also 5,000 images were randomly
sampled from non-noisy images were used for training images
after removing noisy images. The threshold and teaching
images used for removing noisy images were the same as
those used in the previous section. Figure III shows the number
of images judged as non-noisy images. 1,000 test images
prepared from CIFAR-10 were used for each class. Test images
were commonly used to all datasets.

TABLE II
RESULTS OF EVALUATION IN EXPERIMENT

Search Keyword Precision Recall F-measure
airplane 92.9 98.7 95.7

automobile 92.4 81.3 86.5
bird 97.0 78.3 86.7
cat 98.4 84.5 91.0

deer 91.7 84.6 88.0
dog 92.3 67.6 78.0
frog 96.2 84.7 90.0
horse 89.7 93.8 91.7
ship 92.7 76.1 83.6
truck 97.1 91.7 94.3
AVG 94.0 84.1 88.6

Non-Noisy Image Noisy Image

Fig. 5. airplane

Non-Noisy Image Noisy Image

Fig. 6. automobile

Non-Noisy Image Noisy Image

Fig. 7. bird

Non-Noisy Image Noisy Image

Fig. 8. cat

Non-Noisy Image Noisy Image

Fig. 9. deer

Non-Noisy Image Noisy Image

Fig. 10. dog



Non-Noisy Image Noisy Image

Fig. 11. frog

Non-Noisy Image Noisy Image

Fig. 12. horse

Non-Noisy Image Noisy Image

Fig. 13. ship

Non-Noisy Image Noisy Image

Fig. 14. truck

Non-Noisy Image Noisy Image

Fig. 15. Tuktuk

The network shown in Fig.16 was constructed and each
of three datasets was trained and the recognition rate was
obtained. Categorical Cross-Entropy was used for the loss
function and Adam was used for optimization. Learning was
done under the condition that initial value of learning rate was
1e-4, a batch size was 32 and a learning epoch was 20. This
experiment was executed 5 times and average recognition rate
was compared.

TABLE III
NUMBER OF NON-NOISY IMAGES JUDGED FROM 100,000 COLLECTED

IMAGES

Label Number of Images
airplane 81930

automobile 87345
bird 66767
cat 57516

deer 55312
dog 53007
frog 49988
horse 59929
ship 55354
truck 35454
AVG 60260

Fig. 16. Network used in Experiment

E. Experimental Results

Results of recognition performance are shown in Table IV.
Table IV shows that the average accuracy has increased by
around 25 % before and after removing noisy images. In the
evaluation experiment in the previous section, images were
collected with average of 94.0 % Precision. In the recognition
experiment of this experiment, the recognition accuracy was
65.9 %, which was about 8 % lower than manually constructed
dataset. This paper also suggests that Tuktuk images are



collected automatically to use as dataset for recognition. CNN
approach becomes very popular and next stage of the research
is to recognize many target objects including Thai oriented
object. We expect CNN can estimate QoL (Quality of Life)
with many collect images for the learning.

Test images of CIFAR-10 has the feature that only the target
object is large and clear. While learning dataset constructed
by the proposed method includes the feature that other ob-
jects are included except the target object or that the target
object is small. It is considered that such difference between
the learning image and the test image causes these results.
However, human can recognize objects correctly even in such
cases. Although the accuracy is lower than that of manually
constructed image dataset, it was confirmed that various im-
ages were collected automatically excluding subjectivity.

TABLE IV
RESULT OF RECOGNITION EXPERIMENT

Dataset Accuracy[%]
CIFAR-10 74.1

Proposed Approach (before removing noisy images) 40.6
Proposed Approach (after removing noisy images) 65.9

IV. CONCLUSION

This paper proposed a method of dataset construction using
ontology and similarity between images. The range of col-
lected images were expanded by using ontology conceptual
relationships. Removing the noisy image using the similarity
obtained from the CNN features of the teaching image and the
collected image could construct non-noise image dataset, High
accurate image dataset was constructed without depending on
the ratio of noisy images in the collected images. Result of the
evaluation experiment gave 94.0 % Precision, 84.1 % Recall
and 88.6 % F-measure, respectively for collected dataset of
non-noisy images.

Although the accuracy is lower than that of manually
constructed image dataset, it was confirmed that collected
image dataset has various images were collected.

Experiment on a dataset for general object recognition was
done but developing an ontology specific to a domain and fine-
tuning the network as a feature extractor makes it possible to
construct dataset for the various domains of target.

Automatic judgment with appropriate thresholds and ef-
ficient selection of teacher images are remained including
improving accuracy and judgment for removing noisy image.
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