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Abstract—Many universities give free-description question-
naires to students to obtain feedback on faculty development
(FD). When this is done, a proper analysis of the students ’
comments is necessary. The number of comments from the free
description that can be acquired for the FD activities is often
not very large. To evaluate a small amount of data with approxi-
mately 1500 comments here needs to be some improvement in the
currently available evaluation methods. In this study, we propose
a probability distribution for the evaluation. We also propose a
method for mutually evaluating the words and the comments long
with the LSTM evaluation method by using neural networks.
However, these methods seem to have differences in accuracies
between the estimated values of the closed tests and the unrated
comments. Therefore, we apply two methods to the bootstrap
method to estimate the unrated comments; we also propose a
method to incorporate the comments into our solution.

Index Terms—Comment evaluation, Free description analysis,
Neural network, LSTM, Incorporating method

I. INTRODUCTION

Currently, many universities conduct faculty development
(FD) activities to improve the faculty performance and re-
search guidance capabilities; such developmental activities
help to enrich the faculty and the graduate school education
in Japanese universities. The FD activities use workshops,
lectures, and symposiums to make classroom observations
and lecture evaluations [1], [2]. According to the Ministry
of Education survey, as of 2014, 752 national, public, and
private universities, which amounts to 96% of all Japanese
universities, have implemented student lecture evaluations [3].
In addition, the increase in class evaluations by students in
each university showed that executing lecture questionnaires is
an important FD activity. Typically, lecture questionnaires in-
clude multiple-choice items, that is, close-ended questions and
free descriptions (i.e., open-ended comments). The quantitative
evaluation of multiple-choice questions is relatively simple;
however, the form of the questions is limited, and the answers
are restricted to a predetermined set of answers. In contrast,
open-ended questions that allow free-form answers are more
flexible and may provide more personalized information. For
universities aiming to improve the quality of education by
implementing lecture questionnaires, honest student opinions
relating to the faculty and the lectures are considered an
important source of information. It is important to establish

a method to automatically analyze the answers provided to
open-ended questions. Some related methodologies have been
widely researched. For example, natural language processing,
which employs various techniques (such as morphological
[4] and dependency analyses [5] to make human language
understandable by the computer) has received considerable
attention.

Other studies have investigated the classification of the
evaluation text [6] and the sentiment analysis and have found
that these techniques can be applied effectively for product
reviews and freeresponse items in questionnaires [7], [8],
[9]. Machine learning methods have achieved high document
classification accuracy; other studies, such as Naive Bayes
methods [10] and Support Vector Machines (SVM) [11], [12],
have been used to classify the evaluation documents.

In this study, we focus on the free-response text (hereinafter,
“ comments”) in the lecture questionnaires. We employed
polarity evaluation (based on positive and negative responses)
to evaluate the comments and the specific words in the
comments. Useful comments were extracted, and the faculty
members and their lectures were evaluated based on these
comments. We evaluated each comment based on the polarity
values of the words in the comment and on the emotional
terms dictionary created by Takamura et al. [13], [14].

However, this emotional terms dictionary was created based
on texts, such as commentaries; therefore, discrepancies were
evident among the target questionnaire words, the comment
evaluations, and the polarity evaluations. When such differ-
ences are present, it is difficult to evaluate the comments and
words using the emotional terms dictionary. For a free descrip-
tion of the lecture questionnaire, we propose two methods for
mutually evaluating the words used for comments, we also
use a method that involves the Long Short-Term Memory
(LSTM)[15] of neural networks. In the comment evaluation
of the mutual evaluation method, the first characteristic is
to evaluate the rating estimates of the words and comments;
these are repeated until the evaluation converges. The second
characteristic is that the comments and words mutual evalu-
ation method is used to calculate the ratings that are divided
into stages by the probability distribution based on the mixed
normal distribution.

However, a sentiment analysis that uses machine learning



for neural networks has been developed recently[16], [17]; this
analysis uses LSTM. Therefore, in this research, we investigate
the estimation of the ratings of lesson questionnaires by ma-
chine learning using the LSTM of neural networks. In addition,
we propose two methods: the mutual evaluation method and
the LSTM evaluation method. The LSTM evaluation method
has better closed test accuracy. However, when estimating
many unrated comments, the evaluation tends to be low. In
the mutual evaluation method, the accuracy of the closed
test is low, but the evaluation is not poor even when there
are many unrated comments. As a result, LSTM has been
given a low evaluation for comments having many words
that were not included in the learning data. Therefore, we
apply two methods to the bootstrap method to estimate the
unrated comments and to propose a method to incorporate
comments into the solution. We studied the difficulty ratings of
English, Japanese, and Chinese with [18], [19] by using SVMs
for the correlation of sentences and words. An SVM shows
good accuracy for binary classification. However, the multi-
class classification has room for improvement. Also, there
is a tendency to weak data with high complexity, such as
language information. The random forest [20] also thinks it
has properties similar to SVM; therefore, we adopt a method
that uses the probability distribution. Moreover, it is easier
to synthesize by using the probability distribution. LSTM
is in the process of development, and improving the LSTM
composition makes it possible to evaluate the comment ratings
and the word evaluations simultaneously. For this reason, we
decided to use LSTM in this research.

II. QUESTIONNAIRE DATA

This study used a single open question item from a lecture
questionnaire administered at Okayama University of Science.
The questionnaire was administered mid-course in the eighth
term, which was the spring term (April to September 2014);
there were 15 terms. The number of teachers targeted was 15,
and the number of lecture subjects was 41. The number of
responses was 1,678. Note that all the participants received
the same questionnaire.

From the 1,678 comments, we manually evaluated the
top 100 comments with the greatest number of words. The
statistics of the comments consisted of an average 15.71
characters, a standard deviation of 14.6, and a maximum of
351 characters; there were more than 100 characters and 4
entries, and more than 50 letters and 24 entries.

A six-stage evaluation was manually performed on a section
of the comments; these were rated as“ Very bad (rank 1),”
“Bad (rank 2),”“Quite bad (rank 3),”“Quite good (rank
4),”“Good (rank 5),”or“Very good (rank 6).”Then, we
evaluated the remaining 1,678 unrated comments.

III. MUTUAL EVALUATION METHOD OF WORDS AND
COMMENTS

A. Estimating the ratings of comments and specific words

The mutual evaluation method was used to estimate the
ratings of comments and specific words in the comments. The

Fig. 1. Overview of mutual evaluation method of words and comments

outline is shown in Figure 1.
(1) Word rating estimation: The ratings for words are estimated
from the comments.
(1.1) Nouns, verbs, and adjectives are extracted from the
comments, and the comment evaluation results evaluate the
included words.
(1.2) For the evaluation rating, we created the comments
including the target word wk as i(= 1, . . . ,M), µi(= i)
based around the evaluation µi(= i) for each expression of
the estimated evaluation; we took the distribution σ2 as the
normal distribution ϕ(x;µi, σ

2).
The number of answers for which the word wk can be the

evaluation i is Nwk
(i). A word rank distribution was created

by ϕ(x;µi, σ
2); it was based on the estimated evaluation

results frequency Nwk
(i) for each word wk.

(1.3) The normal distributions of each estimated evaluations
were joined to create a mixed normal distribution, and this
was the word rank distribution. By taking the mixed number
(equal to the number of evaluations) in the mixed normal
distribution as M and taking the parameter α as the weight
of the normal distribution in relation to the evaluation i, we
defined the mixed normal distribution pwk

(x) in terms of the
following formula. The initial value was set to

∑M
i=1 αi = 1.

pwk
(x) =

M∑
i=1

αi · ϕ(x;µi, σ
2) ·Nwk

(i)

(1-4) Let the maximum rank from the word rank distribution
be the word rank estimate. Also, Figure 2 shows the word
rank distribution byfor the mixed normal distribution using
the word ”explanation(setumei)” as an example.

Rwk
= argmaxi=1,...,M pwk

(i)

Comment rating estimation: We created a comment rank dis-
tribution from the word rank distribution. Using this comment
rank distribution, we set the comment rank estimated value to
the maximum rank.
(2.1) To create the comment rank distribution Pcl for the com-
ment cl, it is necessary to consider the dependencies within the



Fig. 2. Word rank distribution of “explanation”

Fig. 3. Process of comment rank distribution

comment. First, one adds to the probability pWk of the word
rank distribution for the rank i of the constituting words wk.
To reflect the dependency information, we multiplied the prob-
abilities of the word estimations having dependencies these
were included in the comments as Ncl(i) =

∏
wk∈cl

(pwk
(i)+

1). The distribution (Ncl(1), Ncl(2), . . . , Ncl(M)) was made
for each rank of comments. Next, the distribution for each rank
of comments was approximated by a mixed normal distribution
with the rank number as the mixture number using the EM
algorithm[21]; the distribution was normalized so that the sum
of the weights

∑M
i=1 βi = 1 (see Figure 3) could be given as:

Pcl(x) =

M∑
i=1

βi · ϕ(x;µi, σ
2) ·Ncl(i)

(2-2) Similar to (1-4), the maximum rank was calculated from
the comment rank distribution by using the comment rank
estimate.

Rcl = argmaxi=1,...,M Pcl(i)

(3) Estimation for all comments: We alternately repeated
the comment estimation for all the comments and the word
selection estimation for the words that comprise it; this was
repeated until there were no further improvements to the
estimated value for all comments. After the estimations stop
repeating, the maximum selection from the comment rank
distribution and word rank distribution become the final es-
timation value for the comments and the words.
(3.1) For all the comments, the comment rank distribution Pcl

Fig. 4. Example of comment rank distribution

of the comment cl was updated as in (2.1).
(3.2) Using a comment rank distribution in relation to all com-
ments, we updated the word rank distribution of the words that
constituted the comments. The word rank distribution pwk

(x)
of the word wk was created by attaching a weight to the
comment rank distribution Pcl . The comment rank distribution
Pcl of the comments cl to which the word wk belonged was
summed up to create

∑
cl∈W (wk)

Pcl(x). Similar to (2-1), we
obtained the distribution (N ′

wk
(1), N ′

wk
(2), . . . , N ′

wk
(M)) for

each rank. By using the EM algorithm, this was approximated
by a mixed normal distribution with the rank number as the
mixture number. Note that W (wk) expresses the comment
group including the word wk. Furthermore, this was expressed
as a mixed normal distribution, and the total weight was
normalized to

∑M
i=1 γi = 1. As an example, the comment rank

distribution is shown in Figure 4 with the comment ”There are
many exercises, but it is fun.”

pwk
(x) =

M∑
i=1

γi · ϕ(x;µi, σ
2) ·N ′

wk
(i)

(4)Parameter estimation for comment rank distribution: When
estimating the rating of each comment, it is necessary to
estimate a rating with a small difference from the comment
rating performed by humans. In this study, we estimated using
an approximate solution with the steepest descent method so
that the difference between weight αi and normalized distri-
bution dispersion σ2 parameters with those ranks answered
by the person concerned is minimized. The initial value was
generated five times at random, and the value with the best
approximate solution was used after applying the steepest
descent method.
(5) Removing words by outliers of estimation: The comment
analysis method proposed in this study, which includes mul-
tiple evaluators for seed comments, gives a higher polarity
evaluation for words. Therefore, to address the evaluation skew
for the evaluation estimation rank of words obtained from the



Fig. 5. Overview of estimation of rating by LSTM

seed comments, the outlier was sought through a one-sided
test (5Here, the comments were evaluated after removing 47
words having a standard deviation of 1.14 or higher from the
covered range.

IV. ANALYSIS OF FREE DESCRIPTION BY LSTM

The comment data is divided into words by performing word
segmentation. The evaluation rank is normalized from 0 to 1.
The comment data and a pair of manual ranking evaluation
ranks were used as the seed data for machine learning.

The evaluation environment using LSTM uses the Tensor-
flow version 1.5.0. The cell size of LSTM is 256; the number
of layers is 1, and the embedded size of the word vector is
202. The number of occurrence words of the comment data
is 1485 so that it is not reduced too much. The batch size
was 10, and the initial learning rate was 0.001. The learning
number (epoch number) was 10, and the loss rate was the
mean square error. The loss rate does not change when the
number of learning events is 11 or more; the number of times
of learning was set to 10 times.

The configuration of LSTM is shown in Figure 5. The
intermediate layer consists of the embedded layer and the
LSTM layer; each block outputs the evaluation at that time
to the output layer. Also, the output was taken as the input of
the LSTM layer for the next time. Dropout was applied to the
LSTM layer, and a sigmoid function was used as the activation
function. In the output layer, the output of the last word of the
comment was output as the estimation result of the evaluation
label for the comment. For the loss function, the mean square
error was used to calculate the loss rate from the difference
between the output result and the human evaluation label;
the parameters were then updated. The probability gradient
method in the parameter update uses Adam. The number of
epochs to repeat the learning is 10. The estimation process
obtains the polarity values p from 0 to 1. The polarity value
p is classified into six categories by the conversion function
⌈ 10·(p+0.2)

2 ⌉.
In the closed test that manually evaluated comments by the

mutual evaluation method and the LSTM evaluation method,

TABLE I
CLOSED TEST OF COMMENT EVALUATION (CORRELATION BETWEEN

MANUALLY EVALUATION AND ESTIMATED VALUE)

Evaluator Mutual evaluation LSTM
A 0.773 0.864
B 0.482 0.813
C 0.359 0.894
D 0.573 0.813
E 0.521 0.846
F 0.475 0.850
G 0.284 0.841
H 0.734 0.907
I 0.779 0.756
J 0.535 0.877
K 0.657 0.889
L 0.661 0.841

Average 0.569 0.849

Fig. 6. Overview of estimation of rating by Bootstrap

the correlation coefficient was an average of 0.569 for the
mutual evaluation method. The average by the LSTM evalu-
ation method was 0.849. These results show that the LSTM
evaluation method has better accuracy.

A. Evaluation of the methods

The correlation coefficients between the evaluation values
of the evaluator and the estimated values for 100 comments are
shown in Table I. From the results of the closed test, we can
see that the average accuracy for the machine learning using
LSTM is 0.849 and the average accuracy for the comments
and word mutual evaluation method is 0.569, which is a
good result. In contrast, Table 2 shows the estimation result
of 1542 unrated comments. The estimation results in many
unrated comments show that the estimated average of machine
learning using LSTMs is lower than the estimated average of
the comments and words mutual evaluation method.



TABLE II
AVERAGE ESTIMATE OF RATINGS FOR UNRATED COMMENTS

Imcorporating method(M1, M2)
Comment Mutual evaluation LSTM (Mutual evaluation,LSTM) (LSTM,LSTM)

k = 100 k = 100
I think that it is easy to understand
わかりやすいと思います

4.500 3.500 4.583 4.667

I’d like writing on the blackboard.
板書がよい

2.167 3.167 3.250 2.750

Easy to understand lecture
授業が分かりやすい

4.333 3.083 4.417 4.333

Quick erase on the blackboard
黒板を消すのが速い

2.333 3.000 3.333 3.167

Learn how to make CG
CG の作り方を学べる

3.333 3.000 3.500 3.583

I understand how mathematics is actually used
数学が実際にどのように利用されているかがわかる

4.500 1.750 4.333 4.417

Because it is a practical subject, learn skills by exercises and tasks
実技教科なので，演習や課題で技術が身につく

2.833 1.583 3.917 4.000

I want you to do a firm check on the answer to the assignment
課題の答え合わせをしっかりやってほしい

1.167 1.500 3.000 3.000

The voice is small. Please let me know the calculation with numbers
声が小さい．数字を入れた計算を教えてほしい

1.167 1.583 2.500 2.500

Voice is not lost, I have difficulty, you do not check the students
声がとおっていない，ききづらい，生徒をみない

1.583 1.000 1.417 1.667

Average of estimation for unrated comments 2.790 2.316 3.425 3.408

V. COMBINING TWO METHODS BY INCORPORATING
METHOD

The LSTM evaluation method tends to give a low estima-
tion in the closed test. Therefore, we propose a method for
incorporating k of the newly evaluated comments; learning
is done by merging the new learning data and repeating the
next evaluation and learning. The procedure of the machine
learning based on the learning-data incorporating method is
described below. The overview is shown in Figure 6(a).

Step 1: For the initial learning, we learned the manual evalu-
ation comments using the learning method M1 and evaluated
the unrated comments with the learning method M1.
Step 2: We combined the newly evaluated k comments into
the learning data to create new learning data. If the k newly
evaluated data could be merged into the learning data, we
moved to Step 3.
If k newly evaluated data could not be merged into the learning
data, the algorithm stops were performed.
Step 3: Here, the merged new learning data used the method
M2. The estimated unrated comments were not included in
new learning data. After making an estimate, we returned to
Step 2.

In this study, we examined two combinations of methods
(Mutual evaluation method and LSTM) and (LSTM and
LSTM) for the (M1, M2) learning methods. Each method is
shown in Figure 6 (b) and (c). The total number of comments
was 1678. There were 100 manual learning comments, and
the number of data to be newly incorporated into the learning
data was k = 100. For each of the two combinations, Table II

shows the estimates of the unrated comments and the average
of all the unrated comments for the two combinations.

We found some variations in each evaluation. The average
values of all the unrated comments were 3.425 and 3.408 in
the transfer method. When using the mutual evaluation method
and the LSTM evaluation method alone, the estimated values
were higher than the averages of 2.790 and 2.316.

VI. CONCLUSION AND FUTURE WORKS

In this study, we have proposed a method for rating students’
comments using the comments and words mutual evaluation
method and the LSTM evaluation method. We have also
proposed a method that combines the two methods by applying
the bootstrap method to learn data. Regarding the evaluation
of unrated comments, we think that the combination method
improved the estimation of the unrated comments.

However, it is necessary to discuss the accuracy of the result
for evaluating the unrated comments. Currently, the estimated
values have been compared with the proposed method. We
are considering a method to manually reevaluate the unrated
comments. In our future studies, we will evaluate the estima-
tion results. We will also evaluate students ’comments and
words by using neural networks. In addition, we would like to
consider a method for using neural networks inside the mutual
evaluation method.

The method proposed in this study, and the rating item is set
to the polarity of sentiment; however, there is no problem in
changing the rating questionnaire item. Therefore, it is possible
to evaluate the ratings with other evaluation questionnaire
items. We think that we can analyze the word semantic
by increasing the types of evaluation items used by words.



Also, we will consider the evaluation items of the sentences
composed of words to be evaluated by a synthesis of words.
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