3D Foreground Point Segmentation from Background using Centroid-based Min-Cut Method
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Abstract—Point Cloud generation and surface reconstruction of these point clouds are the two main and common steps for a complete 3D model. This system proposed 3D point cloud segmentation as a joint method that can be used between these two steps to get the best and accurate model. Firstly, the proposed system builds the graph in which each point is used as nodes and these nodes are connected by k-nearest neighbor edges. Based on this graph, then, find the location of the object over the complex and noisy points clouds in which the foreground and background points are closely related. This system is based on the centroid point of the cloud, so it does not need user interaction to predict where is the object location. Based on these predicated object point, the object is segmented by our proposed system, centroid-based Min-Cut Segmentation method. The system experiments on various data set such as large-scale scene and real-world data, in which the points are generated by Structure from Motion (SfM). This proposed strategy provides efficient and gives substantial reductions in time and can be used as the input for the surface reconstruction very well.
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I. INTRODUCTION

Image segmentation is very popular and mature in computer vision and is still a classic problem for several decades. Nowadays, the new technologies emerged more and more, and our world turns two-dimensional into the three-dimensional world. 3D modeling of an object is still an active research topic and have many problems and they are required in many application areas – archaeology, cultural heritage management, virtual tourism, and museum. Before point cloud can be used in any of these application areas, the data needs to be pre-processed to get accurate shape and smoothness of the objects, and segmentation of point clouds is an important one to get these goals. Hence, many researchers focus on 3D point cloud segmentation that extends and based on image segmentation. There are many ways to get the 3D point clouds from either three-dimensional scanner such as LIDAR (Light Detection and Ranging) and Microsoft Kinect or 3D point clouds that are generated from images which are captured from different viewpoints. For input data, image-based reconstruction is considered the most flexible and low-cost way rather than laser scanners and structured light scanners.

The basic requirement steps for 3D model are Structure from Motion (SfM) that gives both the extrinsic and intrinsic camera parameters and sparse point clouds, and Multiview Stereo (MVS) reconstitutes dense 3D information. Surface reconstruction and surface texturing can be used after SfM and MVS to get the texture model with accurate results. Many

Fig. 1. (a) (b) Input Point Cloud that is generated by Structure-from-Motion (SfM) (Outliers are described within red circles)

projects cover about SfM which first extracts the feature points and find the feature matching points among the corresponding images. The relative camera poses (rotation and translation) are extracted from the fundamental matrix and the feature matches are triangulated into 3D points. Bundler [9], OpenMVG [6] and VisualSIM [10] are the illustration of SfM and PMVS [11] can be used for multi-view stereo.

In the original point cloud, there are often existed many outliers beside the point cloud of the interested object, as in Fig. 1(a) and (b). These outliers and unnecessary background points may cause devastation to create the mesh model of the interested object. Our system takes as input as point clouds that are generated from Structure-from-Motion (SfM) and intends to remove the outliers and noisy background points which are closely related to the foreground objects.

Some reports have already been presented concerning the research related work of 3D point cloud segmentation. K. Liu and J. Boehm [3] proposed an interactive method based on graph cuts for point cloud segmentation. This paper doesn’t provide automatically segment the point cloud and needs user
interaction to draw two stokes for indicating the target object and the background respectively. It used MaxFlow-MinCut Algorithm and simple, but which can be potentially applied for general point clouds. A. Golovinskiy, V.G. Kim, and T. Funkhouser [2] describe the location of point clouds and segmentation of this point clouds with a graph-cut algorithm before labeling objects for the urban city. Nearest neighbors’ graph is built first and then search the connection points within the radius value, so the results heavily depend on this some radial scale. Their paper able to recognize 65% of the objects and it needs more efficiency. R. Pan and G. Taubin [1] proposed a graph-based method for segmentation point clouds generated by a multi-view reconstruction system. Their paper no need user interaction for points labeling but this approach tests the data generated by PMVS and assumes objects are in the center of the point clouds. The primary difference between this previous related paper and our approach is that we segment the point clouds that are output from Structure-from-Motion (SfM), rather than mesh model that gives as a result by Multi-View Stereo (MVS).

Our system takes as input a direct point clouds procedure from SfM and creates as output a separation foreground object from the background by using centroid-base Min-Cut Segmentation. Min-cut performs binary segmentation: it divides the cloud into two clusters, one with points that do not belong to the object we are interested in (background points) and another with points that are considered part of the object (foreground points) [9]. There are many advantages about segmentation is done directly on the mesh models rather than point clouds. The foreground objects are extracted from the background areas after surface reconstruction, it will take more times because of the unnecessary outliers and noise point. For example, let total points of an original cloud have 160, 000 points, the object has 60, 000 points and the remaining are unnecessary background points, it may take a long time to construct these all points into the mesh model if the system did not do any segmentation. If the system will do the segmentation, it needs to reconstruct the 3D model with 60, 000 points. Our proposed system will save the processing time and give more accurate results to compare to other methods [1, 2, 3] because it worked directly on point clouds and removed the outliers and reduce unnecessary points in advance before surface reconstruction.

In the next section, we describe the overview of the proposed system for segmentation of point clouds into foreground and background. Then, we discuss how to predict the location of the object automatically by our proposed method are described in section III. In section IV, we outline the segmentation of the point cloud by Min-cut Segmentation. Finally, we describe the experiments and results of the proposed system as in section V. After all, the paper is concluded in the last section.

II. OVERVIEW OF THE PROPOSED SYSTEM

The step by step processing of the proposed system are described as follows:

**Step 1:** Acquired input point clouds from Structure-from-Motion (SfM).

**Step 2:** Build the graph G = (V, E), whose vertex V represents each point in the cloud and the edges E are connected by K-Nearest Neighbors (KNN).

**Step 3:** Predict the location of objects using the proposed searching method.

**Step 4:** Segment the foreground and background by Min-cut Method.

**Step 5:** Repeat graph-cut optimization until the classification converges.

The points in the cloud that are generated by SfM are used as the input as the first step and overview are presented in Fig. 2. Detail discussion about the remaining steps will be described in the next sections.

III. POINT CLOUD SEGMENTATION BY GRAPH CUTS

Point cloud segmentation is an ongoing research field in computer vision and computer graphics and it has many issues until now. The problem of segmentation is that it needs to consider the foreground has a point that is not only closely related to the background but also how many points has in proximity to the background. Moreover, the point cloud data are usually noisy, sparse, and unorganized.

To resolve these issues, a simple graph-based min-cut method is used in our proposed system to segment the point cloud whether it is foreground or background. As the graph-based optimization is widely used in image segmentation [7, 8], this framework is also extended to 3D point clouds. Graph-based methods can segment complex scenes in point cloud data include noise or uneven density with better results compare to other methods. Our system proposed an automatic segmentation method based on graph cuts, it is an optimization process which computes the minimum cut for a weighted graph, to partition point clouds. The next section will firstly introduce the background theory about graphs in detail and build the graph for our proposed system.

A. Graphs

By the background theory, a weighted graph G = (V, E) consists of a set of edges E that connect between the nodes as shown in Fig. 3(a). The special nodes that are called terminals (the source s and the sink t) are added in this graph. Normally, there are two types of edges in the graph: n-links and t-links.
which are colored as the black and the blue lines respectively in the figure. N-links connect pairs of neighboring points (p and q) and T-links connect points with terminals (source s and sink t). Then, the graph with two terminals aims to partition the nodes in the graph into two disjoint subsets S and T such that the source s in S and the sink t is in T as illustrated in Fig 3(b).

In this proposed system, we create the graph $G = (V, E)$ will contain $n+2$ vertices: $V = \{s, t, v_1, ..., v_n\}$ where s and t are the source node and sink node respectively, and $v_1, ..., v_n$ represents each 3D point in the cloud and it will encode the binary variable $L_p$ (i.e. means label for point p whether it is object or background and we will discuss in the next section).

The edges E are connected between these vertices $\{v_1, ..., v_n\}$ and not on these nodes – source s and sink t in case. All points remaining connected to s are classified as object points and all points remaining connected to t are considered to be classified as background points. The quality of the segmentation is measured by a cost function consisting of two terms, unary potential function (data energy) and pairwise potential function (smoothness energy). Fast and effective min-cut/ max-flow algorithms are used to get the global optimum of the cost function [4].

### B. Prediction of Location of Object on the Point Cloud

In our proposed system, we predict the location of the interested object directly on the point cloud, not onto the mesh model and images. The proposed system assumed that the object is in the central area of all images and most of the object would be located the center over the 3D point clouds. In [1], it takes as input the width and height of the object ($w_{oi}$, $h_{oi}$) in images and the width and height of most images ($w_I$, $h_I$). Then, calculate the two observational parameters $r_w$ average ($w_{oi} / w_I$) and $r_h$ average ($h_{oi} / h_I$) on the input image not on point clouds. But, in our proposed method, the object within the point clouds can be estimated by computing the centroid of a cloud. The centroid is the “center of mass” and it is a point with coordinates that result from computing the mean of the values of all points in the cloud and they are calculated as in (1).

$$P_c = \frac{1}{N} \sum_{i=1}^{N} P_i$$  (1)

Where $P_c$ is the centroid of the 3D points, $P_i$ represents each 3D point in the cloud and N is the total number of scattered 3D points.

After getting the centroid point $P_c$, the neighbors’ points within a radius (R) are defined by using KdTree [5]. The object and background probabilities for a point p are expressed by as in (2).

$$P_{obj}(p) = \begin{cases} 1 & \text{if } P_i \text{ is within Radius(R)} \\ 0 & \text{if } P_i \text{ is outside Radius(R)} \end{cases}$$  (2)

where $P_{obj}(p)$ is the probability of point p is the foreground object. The black dot represents 3D points and the red points within these radius values are assumed for the object as shown in Fig. 4.

### C. Unary Potential Function (Data Energy)

Once the seed points have been predicted, it is necessary to compute for a point p with respect to object or background. The data term cost $D_p(L_p)$ for point p taking label $L_p$ is expressed as follows:

$$D_p(L_p) = \begin{cases} P_{obj}(p) & \text{if } L_p = \text{object} \\ P_{bg}(p) & \text{if otherwise} \end{cases}$$  (3)

### D. Pairwise Potential Function (Smoothness Energy)

The smooth term cost sometimes called pairwise term $S_{p,q}(L_p, L_q)$ describes the penalty for placing a segmentation boundary between neighboring points and making sure assigning the same labels that have the similar appearance to their neighboring points. The smooth cost for a pair of neighboring point p and q is calculated by the formula as follows:

$$S_{p,q}(L_p, L_q) = e^{-d(p, q) / \sigma}$$  (4)

where $d(p, q)$ is the Euclidean distance between point p and q, and $\sigma$ indicates the position expectations over all neighboring points.

![Fig. 4. Prediction the Location of the Object. The Red Points within the radius (R) are assumed the Object](image-url)
IV. REPRESENTING ENERGY FUNCTION WITH GRAPH-CUT

In the final stage, each point cloud is assigned as the object by minimizing the energy function with smoothness constraint.

\[ E = E_{\text{data}} + E_{\text{smooth}} \]  (5)

Where \( E \) is the energy function for good segmentation of the point clouds, \( E_{\text{data}} \) is for data energy and \( E_{\text{smooth}} \) is for smoothness energy.

\[ E_{\text{data}} = \sum_{p \in P} D_p(L_p) \]  (6)

\( E_{\text{data}} \) is the sum of a set of labeling correspondences and equation (3) can be used for this data term cost \( D_p(L_p) \).

\[ E_{\text{smooth}} = \sum_{(p, q) \in N} S_{p, q}(L_p, L_q) \]  (7)

\( E_{\text{smooth}} \) measures the consistency between the labeling of adjacent points and \( N \) is the set of all neighboring pairs and it can be calculated by using (4). In this stage, the weight of the edge connecting point \( p \) with \( s \) is set to the background and the weight \( t \) is set to object.

V. EXPERIMENTS AND RESULTS

A few experiments have been done with Core i5 2.50 GHz processor and 8.00 RAM for our proposed system and they are written in C++ and using PCL libraries [12, 14] and tested on the various data. We chose three for the illustration of this proposed system such as pictures in Fig. 6(a) have been used as primary images, the first one is based on Der Hass (79 images) data provided by Multiview Environment official website [13], the second is Hanau model with complex background which contains 114 images and third sculpture contains 18 images. These input images are transformed into 3D points in advance by using open Multimedia Geometry (openMVG) [6] and the point clouds are stored in the form of .ply format as in Fig. 6(b) and the background points are colored in red and object points are expressed in white. The Der Hass data, Hanau and sculpture datasets have 36056, 68042 and 177828 points respectively.

Sometimes, the background scene such as walls, human, trees, cars and so on may highly cause trouble to model the 3D objects that are occurred especially in cultural heritage application. Now, our proposed system generated the extraction of the foreground object from complex background scenes with efficiency, timeless and gives the result more accurately. Automatic segmentation results are shown in Fig. 6(c).

In particular, the two data such as Der Hass and Hanau, in which the number of points is 70K, are reconstructed in less than 1 minutes and the 200K Sculpture data is computed within 2 minutes. The time required for our proposed segmentation system is expressed in the table (1) and the comparison results about the processing time before and after segmentation are described in Fig. 5. To prove more evident that the performance of our proposed system, we used two-point clouds that is generated by SfM. One is point-cloud segmented by our proposed method and other is the original point cloud without segmentation, these two kinds of point clouds can be used for surface reconstruction in order to compare the time performance. Surface reconstruction is done by using our proposed segmentation is faster and saves time consuming rather than without segmentation as can see in Fig. 5. The below image Fig. 7 shows accuracy results for Der Hass Model (row1), Hanau Model (row2) and Sculpture Model(row3) by our proposed centroid-based Min-cut method. Each row has an object with the original point cloud, followed by segmentation with [15] and then our proposed centroid-based Min-cut Segmentation. Our centroid-based Min-cut Segmentation is more robust to clutter points of the cloud and gives more accurate by comparison with segmentation results from [15]. These experiments show that our proposed system is used point clouds instead of the mesh model, that not only give the accurate 3D mesh model but also yield efficient time because of the noise and outliers over sparse clouds are already removed by our proposed centroid-based Min-Cut Segmentation.

VI. CONCLUSION

One major gold of our system is to find the location of the objects and perform the segmentation of objects from the background over the point clouds before surface reconstruction. We believe that the proposed system will give the accurate results in this case, where is it the objects, and the segment with a high degree of accuracy within a minimum time cost. This proposed system will reduce the
Fig. 6. 3D Point Cloud of Various Dataset (a) Images (b) Input Point Clouds (Before Segmentation, the Backgrounds are expressed in Red) (c) After Segmentation by Proposed Centroid-based Min-Cut Segmentation
wrong object points are considered to reconstruct the surface or mesh model and unqualified results. Moreover, it not only saves running times by energy minimization function but also performs automatically and no need user interaction. Moreover, it provides accurate outputs. In the future work, we should take to complete the level of details with a high degree of automation.
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Fig. 7. Comparison Results for Accuracy between [15] and Our Proposed Centroid-based Min-Cut Segmentation Method